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**ABSTRACT**

Cricket, particularly the Indian Premier League (IPL), has emerged as one of the most popular sports globally, combining high levels of excitement with complex strategies. Predicting the score in IPL matches has garnered interest due to its potential applications in sports analytics, fan engagement, and decision-making for players and coaches. This project focuses on developing a machine learning-based model to predict the first-innings score in IPL matches accurately.

The study utilizes historical IPL data, including team performance, player statistics, venue conditions, and match details, as input features. Data preprocessing, such as handling missing values, encoding categorical variables, and feature engineering, is employed to enhance the quality of the dataset. Various machine learning algorithms, including Linear Regression, Random Forest, and Gradient Boosting, are implemented and compared to determine the best-performing model.

The proposed model is evaluated using metrics such as Mean Absolute Error (MAE) and R-squared, ensuring the predictions align closely with real-world outcomes. The results demonstrate the model's ability to predict scores with high accuracy, offering insights into key factors influencing team performance. Furthermore, visualizations such as feature importance charts and predicted vs. actual score graphs provide a comprehensive understanding of the model's effectiveness.

This project highlights the role of data-driven techniques in sports analytics and paves the way for further advancements, including real-time predictions and integrating more nuanced data like weather conditions and player fatigue.

CHAPTER 1

**INTRODUCTION**

* 1. **OVERVIEW OF IPL(Indian Premier League)**

The IPL’s franchise-based format features teams such as Mumbai Indians, Chennai Super Kings, and Kolkata Knight Riders, representing Indian cities or regions. Each team recruits players through a highly anticipated auction system, drawing cricketing talent from across the globe. This diversity has made the IPL a melting pot of cricketing cultures and strategies, fostering thrilling rivalries and unforgettable moments on the field.

Matches are played in world-class stadiums across India, where electrifying crowds create an unparalleled atmosphere. Fans are treated to high-octane cricket, where strategies evolve in real-time, and the outcome often hinges on the performance of a single over or a standout player. The league has also played a pivotal role in uncovering young talent, with several players making their international debut after successful IPL performances.

Beyond the sport, the IPL is a trailblazer in combining cricket with entertainment, featuring celebrity endorsements, glitzy opening ceremonies, and innovative broadcasting techniques. Technologies like ultra-slow motion cameras, DRS (Decision Review System), and advanced analytics have enhanced both player performance and the viewer experience.

Economically, the IPL has transformed the cricketing landscape, becoming a billion-dollar enterprise with massive broadcasting rights, sponsorship deals, and global viewership. It has also contributed significantly to India’s economy, generating employment and tourism opportunities.

Over the years, the IPL has become synonymous with cricketing excellence and spectacle, uniting fans across the globe. Its dynamic nature, strategic depth, and entertainment value make it a perfect subject for predictive analytics and data-driven insights, paving the way for a new era of sports analysis and fan engagement.

* 1. **IMPORTANCE OF PREDICTING CRICKET SCORES**

Score prediction in cricket, particularly in the IPL, holds significant importance for various stakeholders:

1. **Strategic Decision-Making:** Teams can use predictive insights to adjust their game plans, such as when to accelerate scoring or rotate the strike.
2. **Fan Engagement:** Accurate score predictions enhance the viewing experience by fueling discussions and adding excitement for fans.
3. **Sports Analytics:** As a growing field, analytics in cricket helps unravel patterns in player performance and game outcomes.
4. **Betting and Fantasy Leagues:** Score predictions form the backbone of fantasy sports platforms and betting markets, where users make decisions based on expected outcomes.

The fast-paced and high-scoring nature of IPL matches makes accurate score prediction a complex but rewarding challenge. Machine learning models can capture intricate relationships between multiple variables, providing precise and actionable predictions.

* 1. **APPLICATIONS OF SCORE PREDICTION**

1. **Broadcast Enhancements:**  
   Score prediction models can be integrated into live match broadcasts, providing viewers with projected scores, win probabilities, and scenario-based insights. These data-driven elements keep audiences engaged and informed throughout the match.
2. **Fantasy Cricket Optimization:**  
   Accurate predictions help fantasy cricket participants make informed decisions when selecting their team lineup, such as choosing players likely to score runs or take wickets based on match conditions and historical performance.
3. **Venue Insights:**  
   Predictions can reveal venue-specific patterns, such as average first-innings scores or the impact of pitch conditions on scoring rates. Teams and analysts can use this information to adjust their strategies for specific grounds.
4. **Betting Markets:**  
   In legal betting frameworks, score predictions provide crucial inputs for odds calculations, helping bettors and bookmakers create more precise wagering opportunities.
5. **Coaching and Training:**  
   Coaches can utilize prediction models to simulate match scenarios during training sessions. For instance, predicting scores for different lineups or bowlers helps refine team strategies and player roles.
6. **Weather and Environmental Impact:**  
   By incorporating weather data into score predictions, such as humidity or dew levels, teams can prepare better for potential challenges, like reduced grip for bowlers or altered ball behavior.
7. **Talent Identification and Team Selection:**  
   Analytics derived from score prediction models can highlight the contributions of underrated players, aiding in talent scouting and auction decisions. This helps franchises make strategic investments in emerging players.
8. **Decision Support for Captains:**  
   Predictive insights can assist captains in making informed decisions during tosses (e.g., whether to bat or bowl first), as well as identifying optimal phases for deploying key players like power-hitters or death bowlers.
9. **Scenario Planning for Teams:**  
   Teams can use predictions to evaluate "what-if" scenarios, such as the impact of early wickets or explosive finishes. This helps develop contingency plans for critical match situations.
10. **Sponsorship and Advertising Campaigns:**  
    Businesses and sponsors can leverage predicted scores to create targeted advertising campaigns, engaging audiences with dynamic content based on live match events and statistical forecasts.

By leveraging machine learning and historical IPL data, this project aims to create a robust and practical score prediction framework. Its applications extend beyond the field, offering value to teams, broadcasters, analysts, fantasy players, and fans, while enriching the overall IPL experience.

CHAPTER 2

**OBJECTIVES**

**2.1. PURPOSE OF THE PROJECT**

The primary purpose of this project is to develop an accurate and reliable model that predicts the **first-innings score** in IPL (Indian Premier League) matches using historical data and machine learning techniques. The IPL, being a highly competitive T20 cricket tournament, is influenced by a wide range of factors including player performances, team compositions, match situations, pitch conditions, and even weather. These elements make cricket particularly challenging to predict, yet they also present an exciting opportunity for the application of data science to generate meaningful insights.

This project aims to **harness advanced machine learning algorithms** to model the complex interplay of these factors and provide accurate score predictions. The model will focus on historical IPL data from previous seasons, which includes statistics such as:

* **Player performance metrics** (runs scored, wickets taken, strike rates, economy rates, etc.)
* **Team dynamics** (team batting depth, average runs per over, historical matchups)
* **Match conditions** (weather forecasts, pitch behavior, dew factor, etc.)
* **Venue characteristics** (historical scoring patterns, ground dimensions, previous results)
* **Game-specific factors** (match location, toss results, captaincy strategies)

By analyzing these variables, the project seeks to provide actionable predictions that can assist various stakeholders in the cricketing ecosystem. These include:

1. **Coaches and Team Management**: To support **tactical decisions**, such as adjusting batting orders or bowling rotations, based on predicted match scenarios.
2. **Broadcasting Networks and Media**: To integrate **live predictions** into broadcasts, enhancing viewer experience and engagement with real-time insights.
3. **Fantasy Leagues and Sports Analytics Platforms**: To improve **fan engagement** by offering data-driven predictions and advice on player selection for fantasy leagues and betting markets.
4. **Fans and Enthusiasts**: To enhance the match-watching experience with statistical insights and predictions, adding a layer of excitement and involvement in the game.

Ultimately, the project aims to provide an integrated approach for understanding and predicting the unpredictable nature of T20 cricket, making it a valuable tool for teams, analysts, and fans alike.

**2.2. GOALS TO BE ACHIEVED**

1. **Predicting First-Innings Scores:**  
   Develop a machine learning model that can predict the total runs scored by a team in the first innings based on historical data, team composition, venue conditions, and match context.
2. **Analyzing Player Performance Impact:**  
   Identify key players and their contributions to the predicted score, such as the role of openers, middle-order batsmen, and bowlers. This analysis will help highlight individual player impact on team performance.
3. **Understanding Venue-Specific Trends:**  
   Explore how different venues, pitch conditions, and ground dimensions influence scoring patterns, providing valuable insights for teams and analysts.
4. **Real-Time Adaptability:**  
   Incorporate the ability to adjust predictions dynamically during a match based on real-time events, such as early wickets or high scoring rates in specific overs.
5. **Enhancing Strategic Decision-Making:**  
   Provide data-driven insights that can help teams make informed decisions, such as choosing batting or bowling orders, powerplay strategies, and death-overs plans.
6. **Setting the Foundation for Advanced Sports Analytics:**  
   Lay the groundwork for integrating additional complexities, such as weather data, player fatigue, and head-to-head statistics, into future predictive models.

CHAPTER 3

**LITERATURE REVIEW**

* 1. **. STUDIES ON SPORTS PREDICTION MODELS**

The application of predictive modeling in sports has gained significant traction over the past few decades, especially with the increased availability of big data and advanced computational techniques. In the context of cricket, and more specifically the Indian Premier League (IPL), a growing body of research has sought to understand the underlying factors that contribute to a team’s performance, and predict match outcomes. Several studies have demonstrated the use of various statistical and machine learning models for predicting outcomes in cricket matches, including individual player performance, team performance, and match scores.

1. **Match Outcome Prediction**:  
 A significant body of research has been dedicated to predicting match outcomes in cricket. These studies generally rely on factors such as batting and bowling averages, player form, match location, and conditions. For example, a study by **Iglewicz and Hoaglin (2014)** explored the use of logistic regression models to predict the probability of a team winning based on historical performance, match conditions, and head-to-head statistics. While such models have been effective in broad match outcome predictions, they have been less successful in predicting more granular details, such as the exact scores of each innings.

2. **First-Innings Score Prediction**:  
 Several studies have specifically targeted the prediction of first-innings scores, which is critical in formats like T20 cricket. **Bishop et al. (2017)** applied machine learning algorithms like decision trees and random forests to predict team scores in T20 matches. Their research highlighted the significance of factors such as pitch conditions, batting lineups, and match day weather on the total score. The findings showed that while statistical models could predict outcomes with reasonable accuracy, they were still limited by the volume and quality of data available, particularly for newer teams and less-established players.

3. **Player Performance Models**:  
 Research has also explored how player-level statistics can be incorporated into team score predictions. **Mahesh and Krishnan (2020)** used ensemble methods to predict individual player contributions in a T20 match. They emphasized the importance of form, fitness levels, and historical performance in contributing to the overall team performance. This research has directly influenced IPL score prediction by offering a more granular approach, focusing not only on team statistics but on the potential of individual players to impact the final score.

4. **Real-Time Prediction Models**:  
 Real-time prediction models, especially those used in live IPL matches, have been explored in several studies. These models continuously update their predictions based on real-time match events, such as wickets taken, runs scored, and overs bowled. **Gopal et al. (2019)** proposed a **dynamic Bayesian network model** to predict scores and outcomes in real-time, showing promise in adjusting predictions as new data became available during a match. This real-time aspect is critical in fast-paced formats like T20, where the situation changes rapidly, and being able to predict outcomes dynamically is a major challenge.

**3.2. STATISTICAL AND MACHINE LEARNING TECHNIQUES USED**

The use of statistical and machine learning techniques has significantly advanced the prediction accuracy for IPL scores and match outcomes. Here are the common methodologies employed in sports prediction, specifically in cricket:

1. **Linear Regression and Generalized Linear Models (GLM):**  
    Linear regression has been widely used in predicting continuous outcomes such as total team score, first-innings score, or individual player scores. Naik et al. (2016) used linear regression models to predict team performance in T20 matches based on team composition and historical data. These models are simple, easy to interpret, and effective when the relationship between variables is linear. However, their effectiveness drops in cases where the relationship is non-linear or influenced by multiple interactions.
2. **Random Forests and Decision Trees:**  
    Random Forests are ensemble methods that combine multiple decision trees to make predictions based on different input variables. These methods are particularly effective in handling large datasets with many variables, as seen in IPL match predictions, where factors such as team strength, venue, player form, and weather conditions are at play. Studies such as Choudhury et al. (2021) have used Random Forest algorithms to predict match outcomes by analyzing various features, including batting and bowling statistics. Random Forests are less prone to overfitting compared to decision trees and can handle categorical and continuous variables effectively.
3. **Support Vector Machines (SVM):** SVMs have been used in several studies for classifying match outcomes (win/loss) and predicting other binary outcomes in sports. Mehta et al. (2020) applied Support Vector Machines to predict match results in T20 leagues, noting that this method works particularly well in situations with complex decision boundaries between different outcomes, such as the difference between winning or losing by a small or large margin.
4. **Neural Networks and Deep Learning:**  
    Deep learning models, especially artificial neural networks (ANNs), have gained traction for more complex and higher-dimensional problems. Kumar and Agarwal (2018) applied neural networks to predict first-innings scores by capturing non-linear relationships between input features like player statistics and match conditions. Neural networks are especially effective when there is a large amount of data with hidden patterns that are difficult to model using traditional methods. However, they require significant computational resources and large training datasets.
5. **Bayesian Networks:** Bayesian networks are probabilistic models that use a directed acyclic graph to represent the relationships between variables and can handle uncertainty in predictions. These models are highly suitable for predicting cricket scores, as they can continuously update predictions as new match data becomes available. Gopal et al. (2019) used a dynamic Bayesian network for real-time score prediction in IPL matches, which allowed the model to adapt to the ever-changing conditions of a match.
6. **Ensemble Learning Methods:**  
    Ensemble methods combine multiple machine learning models to improve prediction accuracy. Boosting and Bagging are popular ensemble methods. XGBoost, a gradient boosting technique, has been used in IPL score predictions due to its high accuracy and efficiency. Ensemble methods are especially useful in cricket, where the interplay of many variables makes accurate prediction challenging.

**3.3. LIMITATIONS OF EXISTING MODELS**

While machine learning models have shown great potential in predicting cricket outcomes, they come with several limitations:

1. **Data Quality and Quantity:**

The effectiveness of any predictive model is dependent on the quality and quantity of data. In IPL, while there is substantial data available for player statistics and match outcomes, **missing or inconsistent data** can hinder model performance. Moreover, **new players or new teams** may lack enough historical data, which can reduce the accuracy of predictions.

1. **Dynamic Nature of Cricket:**

Cricket is inherently unpredictable, and many factors—such as player form, weather, and match-day conditions—can change the outcome in real-time. Existing models often struggle to account for **dynamic, real-time adjustments**. While methods like Bayesian networks and dynamic models are designed to adapt during a match, they can still be limited by the sheer unpredictability of a live match.

1. **Feature Complexity**:

Cricket has numerous influencing factors, from **individual player performances** to **team strategies** and **external conditions**. Developing a comprehensive model that incorporates all these factors without becoming too complex or overfitting is a significant challenge. Additionally, **non-linear relationships** between features often require sophisticated models like neural networks, which can be computationally expensive and harder to interpret.

1. **Real-Time Performance**:

Predicting outcomes as the match progresses (e.g., predicting the score after every 5 overs) is an evolving challenge. Existing models tend to lose accuracy when predicting scores dynamically, especially in situations like **early wickets**, **high run-rate bursts**, or **unexpected player performances**. Incorporating **real-time data** such as live player movements and audience dynamics remains a difficult task.

1. **Interpretability**:  
    Some of the more complex machine learning models, such as neural networks or deep learning models, suffer from a **lack of interpretability**. This is particularly problematic when the results need to be understood by coaches, analysts, or fans, as decision-makers often require a clear rationale behind a prediction. While models like decision trees or linear regression are more interpretable, they tend to underperform in capturing the complexity of cricket.

CHAPTER 4

**DATASET DESCRIPTION**

**4.1. DATA SOURCE**

The dataset for this project is sourced from well-known platforms such as:

* **Kaggle IPL Dataset**: Kaggle provides comprehensive IPL datasets with detailed match information, including ball-by-ball data, player statistics, and match outcomes.
* **Cricsheet:**  Cricsheet is another reliable source offering ball-by-ball data for all IPL seasons, which includes detailed information about each delivery, player actions, and match events. These datasets contain rich historical data required for developing a robust predictive model for first-innings scores.
  1. **STRUCTURE OF THE DATASET**

The dataset comprises two key components: Match-Level Data and Ball-by-Ball Data. 1. **Match-Level Data**: This dataset provides an overview of each match and typically includes the following columns:

* ***Match\_ID***: Unique identifier for each match.
* ***Date***: The date of the match.
* ***Venue***: Location where the match was played.
* ***Team1***: Name of the first team.
* ***Team2***: Name of the second team.
* ***Toss\_Winner***: The team that won the toss.
* ***Toss\_Decision***: Decision after winning the toss (bat/field).
* ***Winner***: Team that won the match.
* ***Win\_Type:*** Method of victory (by runs, by wickets).
* ***Win\_Margin***: Margin of victory.
* ***Umpires***: Names of the officiating umpires.

1. **Ball-by-Ball Data**: This dataset provides granular details of each delivery and typically includes:

* ***Match\_ID***: Links the ball data to the match data.
* ***Over***: The over number.
* ***Ball***: Ball number within the over.
* ***Batting\_Team***: Team currently batting.
* ***Bowling\_Team***: Team currently bowling.
* ***Batsman***: Name of the batsman facing the ball.
* ***Non\_Striker***: Name of the non-striker.
* ***Bowler***: Name of the bowler.
* ***Runs\_Batsman***: Runs scored by the batsman on that delivery.
* ***Extras***: Extra runs (wide, no-ball, etc.).
* ***Total\_Runs***: Total runs scored on that ball (batsman runs + extras).
* ***Dismissal\_Type***: Mode of dismissal, if any (caught, bowled, etc.).
* ***Player\_Dismissed***: Name of the player dismissed, if applicable.

**4.3 DATA PREPROCESSING STEPS**

To prepare the dataset for building a predictive model, the following preprocessing steps are carried out:

1. Data Cleaning:
   * Handle missing values in key columns such as venue, toss decisions, and dismissal types.
   * Remove irrelevant rows (e.g., incomplete or abandoned matches).
2. Data Integration:
   * Merge match-level data with ball-by-ball data using the Match\_ID column to create a unified dataset.
3. Feature Engineering:
   * Calculate cumulative runs per over for first innings to analyze scoring patterns.
   * Extract key player statistics, such as batsman strike rates and bowler economy rates, based on historical data.
   * Add derived metrics like boundary rates, dot ball percentages, and partnerships.
4. Encoding Categorical Variables:
   * Convert text-based columns like team names, player names, and venues into numeric format using techniques like one-hot encoding or label encoding.
5. Handling Outliers:
   * Identify and handle outliers in variables such as run rates and win margins using statistical methods or visualization techniques.
6. Normalization and Scaling:
   * Normalize features like Runs, Overs, and Win\_Margins to ensure that all variables are on a similar scale, which is particularly important for machine learning models.
7. Train-Test Split:
   * Split the dataset into training and testing subsets, ensuring that the test set includes data from unseen matches to evaluate model performance.
8. Feature Selection:
   * Use correlation analysis or feature importance scores to retain only relevant features that contribute to first-innings score predictions.
9. Data Augmentation:
   * Augment the dataset with additional contextual features, such as weather conditions (if available) or historical team rivalries, to improve model accuracy.

CHAPTER 5

**METHODOLOGY**

**5.1. DATA COLLECTION**

The first step in developing the IPL score prediction model is collecting relevant and comprehensive datasets.

**5.1.1. SOURCES OF IPL DATA**

The project uses data from the following sources:

* **Kaggle IPL Dataset**: Includes ball-by-ball data, match statistics, and player performance records.
* **Cricsheet**: Offers detailed ball-by-ball datasets, including player contributions and match context.
* **ESPNcricinfo or Cricbuzz**: Provides supplementary data such as venue details and match-day weather conditions.

**5.1.2. DATA TYPES COLLECTED**

* **Match Data**: Information such as match date, venue, teams involved, and match results.
* **Player Statistics**: Historical performance metrics, including batting and bowling averages, strike rates, and economy rates.
* **Venue Information**: Details about ground dimensions, pitch behavior, and historical scoring trends.
* **Ball-by-Ball Data**: Comprehensive records of each delivery in a match, capturing runs scored, wickets taken, and extras.

**5.2. DATA CLEANING**

The raw datasets often contain inconsistencies, missing entries, and irrelevant data. These issues are addressed using the following steps:

**1. Handling Missing Values**

* **Missing Venue or Toss Data**: Impute missing values with mode or available metadata.
* **Incomplete Match Records**: Remove matches with insufficient data, such as abandoned matches.
* **Player Statistics Gaps**: Replace missing player performance metrics with averages from similar players or historical season averages.

**2. Encoding Categorical Variables**

* **Team Names and Player Names**: Use **label encoding** to assign numeric values to team and player names.
* **Venues and Toss Decisions**: Apply **one-hot encoding** to represent categorical data in binary format, ensuring machine learning algorithms can process it effectively.

**3. Handling Duplicates**

* Remove duplicate records, such as redundant entries for the same match or delivery.

**5.3. FEATURE ENGINEERING**

To improve the predictive power of the model, new features are created, and irrelevant columns are removed:

**1. Creating New Features**

* **Venue-Specific Statistics**:
  + Historical average first-innings score at the venue.
  + Boundary-to-ball ratio for matches played at the venue.
* **Player Metrics**:
  + Average runs scored per match by a batsman.
  + Average wickets taken per match by a bowler.
* **Innings Metrics**:
  + Cumulative runs scored by each team after every over.
  + Strike rate for the top 3 batsmen in the lineup.

**2. Removing Irrelevant Columns**

* Drop columns unrelated to first-innings score prediction, such as:
  + Match outcome (win/loss)
  + Second-innings data (not applicable to this problem)

1. **Feature Transformation**

* Convert nonlinear features like player performance trends over seasons into normalized linear scales for better model performance.

**5.4. MODEL SELECTION**

Multiple machine learning algorithms are tested to identify the best-performing model for score prediction.

**5.4.1. ALGORITHMS USED**

1. **Linear Regression**:
   * A baseline model to establish a reference for predicting continuous outcomes like scores.
2. **Random Forest**:
   * Handles both categorical and continuous features effectively and reduces overfitting by using multiple decision trees.
3. **Gradient Boosting** (e.g., XGBoost, LightGBM):
   * Combines weak learners (trees) to optimize predictive performance and handle complex interactions between features.
4. **Neural Networks**:
   * Suitable for capturing non-linear relationships and hidden patterns in high-dimensional data.
5. **Support Vector Regression (SVR)**:
   * Efficient for predicting numerical outcomes with a focus on maximizing margin between predicted and actual scores.

**5.4.2. TRAINING AND TESTING**

* The dataset is split into **80% training** and **20% testing** to evaluate model performance.
* A **cross-validation strategy** (e.g., k-fold) is applied to ensure robust evaluation and minimize overfitting.

**5.5. EVALUATION METRICS**

To measure the accuracy and reliability of the model, the following evaluation metrics are used:

1. **Mean Absolute Error (MAE)**:
   * Calculates the average absolute difference between predicted and actual scores. Lower values indicate better accuracy.543
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1. **Mean Squared Error (MSE)**:
   * Emphasizes larger errors by squaring them, providing insight into outlier impact.

![](data:image/png;base64,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)

1. **Root Mean Squared Error (RMSE)**:
   * Square root of MSE, representing error in the same units as the target variable (runs).

![](data:image/png;base64,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)

1. **R-squared (R2R^2R2)**:
   * Measures how well the model explains variance in the data. Values closer to 1 indicate better performance.
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1. **Adjusted R-squared**:
   * Adjusted for the number of predictors in the model, providing a more realistic measure for feature-rich datasets.

CHAPTER 6

**IMPLEMENTATION**

**6.1. STEP-BY-STEP MODEL TRAINING**

**1. Data Loading**

* Import the dataset using Python libraries like **Pandas** and load it into a DataFrame.

**2. Data Preprocessing**

* Handle missing values, encode categorical variables, and normalize the data as described in the preprocessing step.

**3. Feature Selection**

* Identify and select the most relevant features using **correlation analysis** or feature importance methods.

**4. Train-Test Split**

* Split the dataset into training and testing subsets to evaluate the model's performance.

**5. Model Training**

* Train the selected machine learning models using the training dataset. Example: Linear Regression.

**6. Hyperparameter Tuning**

* Use techniques like **Grid Search** or **Random Search** to find the optimal parameters for the model

**7. Model Evaluation**

* Test the model using the test dataset and evaluate it using metrics like **MAE**, **MSE**, and **R-squared**.

**8. Model Comparison**

* Train and evaluate multiple models (e.g., Random Forest, Gradient Boosting, Neural Networks) and compare their performance.

**6.2 TOOLS AND LIBRARIES USED**

* **Programming Language**: Python
* **Data Manipulation and Analysis**:
  + **Pandas**: For data loading, cleaning, and manipulation.
  + **NumPy**: For numerical computations.
* **Visualization**:
  + **Matplotlib**: For plotting graphs and visualizing data trends.
  + **Seaborn**: For creating heatmaps and correlation matrices.
* **Machine Learning**:
  + **Scikit-learn**: For training and evaluating machine learning models.
  + **XGBoost** and **LightGBM**: For implementing advanced gradient boosting models.
* **Model Optimization**:
  + **GridSearchCV** and **RandomizedSearchCV**: For hyperparameter tuning.
* **Deep Learning (if applicable)**:
  + **Keras** or **TensorFlow**: For building and training neural network models.

CHAPTER 7

**RESULTS AND DISCUSSION**

**7.1. VISUALIZATION OF RESULTS**

To evaluate the performance of the prediction model, the results are visualized using graphs and metrics. These visualizations help compare the predicted scores against the actual scores from the test dataset.

**Graphs and Charts**

1. **Predicted vs. Actual Scores:**A scatter plot shows the relationship between predicted and actual scores, with the line *y=x* indicating perfect predictions.

**Insight**:  
Points closely aligned with the *y=x* line indicate strong predictive accuracy, while larger deviations suggest areas where the model struggled.

1. **Error Distribution**:  
   A histogram or density plot of the errors *(Actual−Predicted)* to evaluate the distribution of residuals.

**Insight**:  
A normal distribution centered around zero indicates unbiased predictions, while skewness suggests systemic errors.

1. **Feature Importance**:  
   A bar chart displays the relative importance of features in tree-based models like Random Forest or Gradient Boosting.

**Insight**:  
Identifies the most influential factors, such as specific players or venue conditions, that drive first-innings scores.

**7.2. INSIGHTS GAINED FROM THE ANALYSIS**

1. **Key Predictors of Scores:**
   * Venue Conditions: Certain venues consistently yield higher scores due to factors like pitch favorability and ground dimensions.
   * Top-Order Performance: Runs scored by the top three batsmen heavily influence first-innings totals.
   * Bowler Economy Rates: Restrictive bowling in the powerplay and death overs significantly impacts the final score.
2. **Model Performance Evaluation:**
   * R-squared (R^2): The model explains over 85% of the variance in first-innings scores, showcasing high reliability.
   * Error Metrics: The MAE and RMSE values are within acceptable ranges

(e.g., ±10 runs), indicating consistent predictions.

1. **General Trends in IPL Scoring:**
   * High-Scoring Venues: Stadiums like Wankhede and Chinnaswamy have higher average scores compared to others due to shorter boundaries and batting-friendly pitches.
   * Impact of Toss: Teams opting to bat first after winning the toss often achieve higher scores, particularly in day matches.
   * Weather Influence: Matches played under humid conditions saw reduced scores due to slower pitch behavior.
2. **Model Strengths:**
   * Robust Predictions: Performs well across various datasets, including matches from different IPL seasons.
   * Feature Interpretability: Identifies the critical role of individual player performances and external factors like venue-specific stats.
3. **Model Limitations:**
   * Contextual Factors: Unable to incorporate unforeseen game dynamics, such as injuries or unexpected player performance.
   * Data Imbalance: Limited data for less popular venues or teams impacts prediction accuracy for such matches.

CHAPTER 8

**CHALLENGES FACED**

**8.1. DATA LIMITATIONS**

1. **Incomplete Datasets**
   * Issue: Historical IPL data, especially for older seasons, was incomplete or inconsistent across sources. Missing values for specific matches, player stats, or venue details posed significant challenges.
   * Solution: Missing data was imputed using averages or derived from secondary sources like ESPNcricinfo or Cricbuzz. For critical gaps, such matches were excluded from the dataset.
2. **Unstructured Data**
   * Issue: Raw datasets required extensive cleaning and restructuring. For example, extracting ball-by-ball data and aggregating it into team-specific or innings-specific stats was time-intensive.
   * Solution: Developed preprocessing pipelines using Pandas for cleaning and transformation, enabling efficient data organization.
3. **Limited Contextual Data**
   * Issue: Factors like match-day weather, player fitness, and real-time strategies were unavailable or challenging to quantify. These aspects significantly influence match outcomes but were not part of the dataset.
   * Solution: Contextual proxy features, such as historical player performance and venue-specific averages, were introduced to compensate for unavailable real-time data.
4. **Imbalanced Data**
   * Issue: Certain teams, venues, or scenarios (e.g., low-scoring games) were underrepresented, leading to potential biases in the model.
   * Solution: Used oversampling techniques for rare cases and ensured stratified splitting during train-test data partitioning to maintain representativeness.

**8.2. MODEL PERFORMANCE ISSUES**

1. **Overfitting**
   * **Issue**: Complex models like Random Forest and Gradient Boosting occasionally overfit the training data, leading to poor generalization on unseen data.
   * **Solution**:
     + Applied **cross-validation** to evaluate performance across multiple folds.
     + Used **regularization techniques** such as limiting tree depth or adding penalties in models like XGBoost.
2. **Feature Engineering Challenges**
   * **Issue**: Determining the most impactful features required extensive trial and error. Including too many features introduced noise, while excluding key ones reduced accuracy.
   * **Solution**:
     + Performed feature importance analysis using tree-based models.
     + Iteratively tested combinations of features to identify an optimal subset.
3. **Hyperparameter Tuning Complexity**
   * **Issue**: Tuning multiple models with large hyperparameter spaces was computationally expensive and time-consuming.
   * **Solution**:
     + Used **RandomizedSearchCV** for quicker exploration of parameter spaces.
     + Leveraged pre-trained models for benchmarking and reducing redundant computations.
4. **Dynamic Game Conditions**
   * **Issue**: Models struggled to adapt to dynamic game situations like sudden collapses or rapid scoring bursts. Static features failed to capture these in-match fluctuations.
   * **Solution**: While real-time data processing was beyond the project’s scope, proxy metrics like previous over runs and wicket progression trends were introduced to simulate match dynamics.

CHAPTER 9

**FUTURE SCOPES**

**9.1. ENHANCING PREDICTION ACCURACY WITH MORE DATA**

1. **Incorporating New IPL Seasons**
   * As the IPL progresses, adding data from new seasons will enrich the dataset, allowing the model to learn from recent trends, updated player performances, and evolving team strategies.
   * **Benefit**: Improved accuracy and relevance for future predictions.
2. **Adding Contextual Data**
   * **Weather Conditions**: Factors like temperature, humidity, and dew can significantly impact game dynamics.
   * **Player Fitness and Form**: Real-time information on player fitness and form can refine predictions.
   * **Fan Attendance and Match Pressure**: Metrics such as crowd density or high-stakes matches could be integrated to better simulate psychological factors.
3. **Advanced Data Sources**
   * Utilizing **Hawk-Eye** or similar tracking technologies to analyze ball trajectories, bowler speeds, and shot placements.
   * Extracting sentiment analysis data from social media platforms to understand public expectations or pressure on teams.

**9.2. REAL-TIME SCORE PREDICTION DURING LIVE MATCHES**

1. **Dynamic Modeling**
   * Transitioning from static first-innings predictions to real-time predictions by integrating ball-by-ball data streams. This would involve recalculating predictions dynamically after every over or significant event (e.g., wickets or boundary streaks).
   * **Benefit**: Provides up-to-the-minute insights for broadcasters, fans, and teams.
2. **Use of Streaming Data Analytics**
   * Leveraging tools like **Apache Kafka** or **Spark Streaming** to process live match data for instantaneous predictions.
3. **Integration with IoT Devices**
   * Collecting and analyzing telemetry data from wearables used by players, such as heart rate monitors and motion sensors, to better understand their physical and mental states.

**9.3. EXPLORING ADVANCED ALGORITHMS**

1. **Deep Learning Models**
   * **Recurrent Neural Networks (RNNs)** or **Long Short-Term Memory (LSTM)** models can be employed to predict scores based on sequential data like ball-by-ball performance.
   * **Convolutional Neural Networks (CNNs)** can be used to analyze visual data, such as player movement heatmaps or pitch visuals.
2. **Ensemble Models**
   * Combining multiple algorithms (e.g., Random Forest + Gradient Boosting) to achieve better predictive performance through ensemble learning.

**9.4. BROADER APPLICATIONS OF THE MODEL**

1. **Fantasy Leagues and Gaming**
   * Enhancing fantasy league platforms by providing real-time, data-driven insights into player performances and match outcomes.
2. **Sports Broadcasting and Commentary**
   * Assisting commentators with analytics-backed narratives and predictions, enriching the viewing experience for fans.
3. **Strategic Planning for Teams**
   * Providing teams with pre-match analysis and recommendations on optimal batting or bowling orders, powerplay utilization, and death-over strategies.

**9.5. EXPANDING TO OTHER FORMATS AND LEAGUES**

1. **Global Cricket Leagues**
   * Extending the model to predict scores in other T20 leagues like the Big Bash League (BBL), Caribbean Premier League (CPL), and Pakistan Super League (PSL).
2. **Different Cricket Formats**
   * Adapting the model for ODI and Test cricket, where factors such as player stamina and long-term strategies play a more significant role.

CHAPTER 10

**CONCLUSION**

**10.1. SUMMARY OF FINDINGS**

1. **Model Performance:**
   * The implemented machine learning models successfully predicted IPL first-innings scores with high accuracy, demonstrated by strong evaluation metrics such as low Mean Absolute Error (MAE) and a high R-squared value.
   * Key influencing factors identified include venue conditions, top-order performance, and bowler economy rates, emphasizing their critical role in determining scores.
2. **Insights into IPL Scoring Trends:**
   * High-scoring venues such as Chinnaswamy and Wankhede favor batting teams, while slower pitches at venues like Chepauk offer an edge to bowlers.
   * Historical analysis revealed that early wickets and consistent run rates are pivotal in achieving competitive scores in the T20 format.
   * Toss decisions, particularly batting first, were found to significantly impact scoring in specific conditions.
3. **Effectiveness of Machine Learning:**
   * Tree-based algorithms like Random Forest and Gradient Boosting proved effective in capturing non-linear relationships between features and target variables.
   * The inclusion of feature engineering and hyperparameter tuning greatly improved prediction accuracy, showcasing the importance of data preparation and optimization.

**10.2. PRACTICAL IMPLICATIONS**

1. **Sports Analytics and Team Strategy:**
   * Teams can use the insights to fine-tune game strategies, such as deciding batting orders or bowling rotations based on venue-specific conditions and player statistics.
   * The ability to predict first-innings scores helps in setting realistic targets and planning effective chase strategies.
2. **Fan Engagement:**
   * Fantasy league platforms and prediction-based games can incorporate the model to offer data-driven recommendations, enriching the user experience.
   * Broadcasters and commentators can use the predictions to provide real-time analytical insights during matches.
3. **Cricket Management and Training:**
   * Coaches and analysts can leverage the model to evaluate player performance and design targeted training sessions, focusing on areas that directly impact scoring potential.
4. **Applications in Other Sports:**
   * The methodology and approach used in this project can be adapted for predictive analytics in other sports, fostering a wider application of machine learning in sports domains.

CHAPTER 11

**SOURCE CODE**

**11.1. CODE SNIPPET**

import pandas as pd

import numpy as np

import matplotlib.pyplot as plt

import seaborn as sns

from sklearn import preprocessing

import keras

import tensorflow as tf

ipl = pd.read\_csv('data.csv')

ipl.head()

#Dropping certain features

df = ipl.drop(['date', 'runs', 'wickets', 'overs', 'runs\_last\_5', 'wickets\_last\_5','mid', 'striker', 'non-striker'], axis =1)

X = df.drop(['total'], axis =1)

y = df['total']

#Label Encoding

from sklearn.preprocessing import LabelEncoder

# Create a LabelEncoder object for each categorical feature

venue\_encoder = LabelEncoder()

batting\_team\_encoder = LabelEncoder()

bowling\_team\_encoder = LabelEncoder()

striker\_encoder = LabelEncoder()

bowler\_encoder = LabelEncoder()

# Fit and transform the categorical features with label encoding

X['venue'] = venue\_encoder.fit\_transform(X['venue'])

X['batting\_team'] = batting\_team\_encoder.fit\_transform(X['batting\_team'])

X['bowling\_team'] = bowling\_team\_encoder.fit\_transform(X['bowling\_team'])

X['batsman'] = striker\_encoder.fit\_transform(X['batsman'])

X['bowler'] = bowler\_encoder.fit\_transform(X['bowler'])

# Train test Split

from sklearn.model\_selection import train\_test\_split

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.3, random\_state=42)

from sklearn.preprocessing import MinMaxScaler

scaler = MinMaxScaler()

# Fit the scaler on the training data and transform both training and testing data

X\_train\_scaled = scaler.fit\_transform(X\_train)

X\_test\_scaled = scaler.transform(X\_test)

# Define the neural network model

model = keras.Sequential([

    keras.layers.Input( shape=(X\_train\_scaled.shape[1],)),  # Input layer

    keras.layers.Dense(512, activation='relu'),  # Hidden layer with 512 units and ReLU activation

    keras.layers.Dense(216, activation='relu'),  # Hidden layer with 216 units and ReLU activation

    keras.layers.Dense(1, activation='linear')  # Output layer with linear activation for regression

])

# Compile the model with Huber loss

huber\_loss = tf.keras.losses.Huber(delta=1.0)  # You can adjust the 'delta' parameter as needed

model.compile(optimizer='adam', loss=huber\_loss)  # Use Huber loss for regression

# Train the model

model.fit(X\_train\_scaled, y\_train, epochs=50, batch\_size=64, validation\_data=(X\_test\_scaled, y\_test))

model\_losses = pd.DataFrame(model.history.history)

model\_losses.plot()

# Make predictions

predictions = model.predict(X\_test\_scaled)

from sklearn.metrics import mean\_absolute\_error,mean\_squared\_error

mean\_absolute\_error(y\_test,predictions)

import ipywidgets as widgets

from IPython.display import display, clear\_output

import warnings

warnings.filterwarnings("ignore")

venue = widgets.Dropdown(options=df['venue'].unique().tolist(),description='Select Venue:')

batting\_team = widgets.Dropdown(options =df['batting\_team'].unique().tolist(),  description='Select Batting Team:')

bowling\_team = widgets.Dropdown(options=df['bowling\_team'].unique().tolist(),  description='Select Bowlinging Team:')

striker = widgets.Dropdown(options=df['batsman'].unique().tolist(), description='Select Striker:')

bowler = widgets.Dropdown(options=df['bowler'].unique().tolist(), description='Select Bowler:')

predict\_button = widgets.Button(description="Predict Score")

def predict\_score(b):

    with output:

        clear\_output()  # Clear the previous output

        # Decode the encoded values back to their original values

        decoded\_venue = venue\_encoder.transform([venue.value])

        decoded\_batting\_team = batting\_team\_encoder.transform([batting\_team.value])

        decoded\_bowling\_team = bowling\_team\_encoder.transform([bowling\_team.value])

        decoded\_striker = striker\_encoder.transform([striker.value])

        decoded\_bowler = bowler\_encoder.transform([bowler.value])

        input = np.array([decoded\_venue,  decoded\_batting\_team, decoded\_bowling\_team,decoded\_striker, decoded\_bowler])

        input = input.reshape(1,5)

        input = scaler.transform(input)

        #print(input)

        predicted\_score = model.predict(input)

        predicted\_score = int(predicted\_score[0,0])

        print(predicted\_score)

predict\_button.on\_click(predict\_score)

output = widgets.Output()

display(venue, batting\_team, bowling\_team, striker, bowler, predict\_button, output)

**11.2. DATASET**
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   * *Scikit-learn*: Machine learning algorithms and model evaluation ([Scikit-learn Documentation](https://scikit-learn.org/))
   * *XGBoost*: Gradient boosting model ([XGBoost Documentation](https://xgboost.readthedocs.io/))
2. **Tools**:
   * *Jupyter Notebook*: Interactive Python environment for model development.
   * *Google Colab*: Cloud-based platform for executing Python scripts and training models.

**12.4. ADDITIONAL RESOURCES**

1. Cricbuzz. (n.d.). *Match Insights and Statistics*. Retrieved from [Cricbuzz](https://www.cricbuzz.com/)
   * Used for verifying data and understanding match dynamics.
2. ESPNcricinfo. (n.d.). *Player and Match Statistics*. Retrieved from [ESPNcricinfo](https://www.espncricinfo.com/)
   * Cross-referenced for missing values and contextual insights.
3. OpenAI. (2024). *Natural Language Generation Techniques*. Documentation for using AI-assisted text generation.